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Abstract As the field of HRI evolves, it is important to un-

derstand how users interact with robots over long periods.

This paper reviews the current research on long-term in-

teraction between users and social robots. We describe the

main features of these robots and highlight the main find-

ings of the existing long-term studies. We also present a set

of directions for future research and discuss some open is-

sues that should be addressed in this field.
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1 Introduction

Human-Robot Interaction (HRI) is a multidisciplinary field

concerned with the “analysis, design, modelling, implemen-

tation and evaluation of robots for human use” [18]. While

a lot of work has been done in studying how users inter-

act with robots within a single interaction, only in the last

decade the first long-term studies, in which the same user

(or group of users) interacts with a robot several times, have

started to appear. There are several reasons for this. First,

longitudinal studies are much more laborious and time-

consuming than short-term studies [20], especially in natu-

ralistic environments. Second, only recently technology has

been robust enough to allow for some degree of autonomy

when users interact with robots for extended periods of time.

Finally, the appearance of the first commercial social robots

(e.g., Pleo and Paro) and robots for domestic use such as
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iRobot’s Roomba, together with demographic trends such

as the ageing of the world population, are also fostering re-

search in this area.

Longitudinal studies are extremely useful to investigate

changes in user behaviour and experiences over time. Re-

cently in Europe, several projects have received funding

to explore the potential of long-term interactions with so-

cial robots and other agents (e.g., LIREC1, Companions2,

SERA3, CompanionAble4 and ALIZ-E5). The main motiva-

tion behind these projects is that current robots and virtual

agents lack social capabilities to engage users in the long-

term. In fact, some of the early long-term studies show that

the novelty effect quickly wears off and, after that, people

lose interest and change their attitudes towards the robots

[22, 34, 62].

In this paper, we present a survey on the existing long-

term studies involving social robots. We limit the scope of

this survey to robots designed to socially interact with peo-

ple or to evoke social responses from them. As such, indus-

trial robots, for example, are excluded from this survey. We

present a structured overview with contributions from two

different perspectives. First, we examine the main features

that social robots should have to engage users for extended

periods of time. By identifying such features, we aim to

provide directions and guidelines for future research in this

field. Second, the main findings obtained in the long-term in-

teraction studies with these robots are presented, compared

and discussed.

1http://lirec.eu/

2http://www.companions-project.org/

3http://project-sera.eu/

4http://companionable.net/

5http://www.aliz-e.org/
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The paper is organised as follows. We start by briefly

describing the methodology used in this survey. Then, in

Sect. 3, we present the state of the art on long-term inter-

action studies with social robots, organised by application

domains. Section 4 contains some guidelines for future de-

sign based on the analysis of the presented state of the art

and on theoretical research on human-social relationships.

After that, in Sect. 5, we discuss some other open issues in

this field.

2 Methodology

A comprehensive literature review was carried out with

the goal of selecting the most relevant papers for this sur-

vey. First, we performed electronic searches using digital li-

braries such as Google Scholar, Microsoft Academic Search

and CiteSeer. The keywords used in the search included “so-

cial robots”, “long-term interaction” and “study”. In a sec-

ond phase, we manually searched the proceedings of the

main HRI journals and conferences (e.g., HRI and RO-

MAN). The search phase resulted in a collection of 45 re-

search papers. From this sample, some papers were removed

because they lacked detail, for example, on the robot’s ca-

pabilities or crucial information regarding the study design

(e.g., the number of interaction sessions). We also excluded

studies that were not conducted in real-word environments

such as offices, homes or schools, but rather in laboratory

settings where users had to go to the lab to interact with the

robot (e.g., [54]). After applying these criteria, a total of 24

papers were included in this survey.

We decided to organise the selected papers by their ap-

plication domains because the robot’s features and the study

design (e.g., data collection methods) are more likely to be

similar in the same domain, and therefore easier to compare.

We identified four different application domains: Health

Care and Therapy, Education, Work Environments and Pub-

lic Spaces, and Home. With this division, there were some

studies that could fit in two different application domains

(e.g., Health Care and Home). In these cases, our criterion

for assigning the studies to the application domains was the

ultimate purpose of the robot present in the study. For ex-

ample, Autom [39] is a robot specifically designed to moni-

tor user’s weight loss. Although the study was conducted at

people’s homes, the robot could be placed in a different set-

ting (e.g., an office or a hospital) with the same purpose. On

the other hand, the main goal of Nabaztag in Klamer et al.’s

study[42] was to provide company to elderly people living

alone. As such, the main goal of the robot was to be in peo-

ple’s homes, regardless of the fact that it tries to persuade

users into having a healthier lifestyle.

For each application domain, we present the selected

works by describing the main features of the robot (such

as the type of embodiment, interactive capabilities, and so

on) and the most relevant findings obtained during the long-

term study. We conclude each section with a discussion of

the main results of the studies in that application domain,

highlighting emergent patterns and discussing inconsistent

findings. For each application domain, a table summaris-

ing the robots’ features and the experimental design of the

studies (the number of different interaction sessions with the

robot, the main results of the study, etc.) is also presented.

In the number of interaction sessions, we considered only

the sessions in which experimental data was analysed. For

example, if a robot interacted with a group of users for 30

days, but the study reports only the results of the first 10

days, we consider the number of interaction sessions as 10

for analytic purposes. Finally, a more general analysis of the

state of the art is presented through the discussion of some

guidelines and open issues for future research in this field.

3 The State of the Art

Long-term interaction with social robots can be considered

a sub-area of HRI that studies how the interactions patterns

between users and social robots develop over time. As tech-

nology evolves, an increasing number of researchers have

been focused on developing social robots that can engage

and assist users for extended periods of time.

3.1 Health Care and Therapy

In the domains of health care and therapy, there is a great po-

tential for social robots to assist users over extended periods

of time. Socially assistive robotics, as defined by Matarić

and colleagues [51], are expected to “augment human care

and existing robot-assisted hands-on therapy towards both

improving recovery and health outcomes and making the

therapeutic process more enjoyable”. It is argued that the

physical embodiment of the robot, its personality and the

ability to model some of the patient’s motivational states,

can have a positive impact in robots employed in this con-

text. Additionally, the role (e.g., physical therapist, nurse’s

assistant, . . . ) and the task that the robot is meant to achieve

must be clear to the user.

Of particular importance is the work by Wada and Shi-

bata [74–76] with the robot Paro (Fig. 1(a)), which can be

considered one of the landmarks in the field of long-term in-

teraction. Paro is a seal shaped robot specifically designed

for therapeutic purposes. The robot’s behaviour contains a

reactive layer for responding to certain stimuli (e.g., touch,

sounds and light) and a proactive layer triggered by the

robot’s internal needs. Paro is also able to recognise certain

keywords that users may use more frequently around it (for

example, when they give the robot a new name), and gradu-

ally adapt its behaviour according to the stimuli of the user.
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Fig. 1 Robots used in the health care and therapy related long-term studies (images used with permission of the authors)

Two Paro robots were placed in common living rooms of a

care house where elderly residents could interact with the

robot over 9 hours a day. The interactions of the residents

with PARO were video-recorded during this period. After

one month, the results of 12 subjects indicated that PARO

strengthened the social ties among the residents of the care

house and that most residents established moderate or strong

ties with the robot (e.g., greeting Paro when they pass by).

Also, urine tests showed that after introducing PARO, the

stress levels of the residents decreased. The long-term ef-

fects of Paro in nursing home residents were also investi-

gated by other researchers with similar results (see, for ex-

ample, the studies by Turkle et al. [72] and Giusti and Marti

[21]).

More recently, Sabelli et al. [61] reported an ethno-

graphic study in which a humanoid social robot (Robovie,

displayed in Fig. 1(d)) interacted with 55 residents of an

elderly care centre for 3.5 months. The robot’s behaviour

was remotely operated to act as a conversational partner

through basic dialogues that included greetings, questions

about hobbies, travel experiences and other child-like ques-

tions such as “what is this?”. The analysis to the interviews

and direct observations of the interactions suggested that

the robot was well accepted in the community. Behaviours

such as greetings, calling participants by their names and the

robot’s role as a “child” were relevant for this result.

Social robots have also been employed successfully in

autism related therapy [11, 52]. To investigate the impact

of robotic companions in autistic children, François et al.

[19] conducted a study in which six children played with an

AIBO robot (Fig. 1(c)) for approximately 40 minutes once

a week for a total of 10 sessions. AIBO was programmed to

display several dog-like behaviours (e.g., wagging the tail,

emitting “bark” sounds, or opening and closing the mouth)

when users touched the robot’s head, chin and back sensors.

The experiment took place in a school setting and was in-

spired by non-directive play therapy, where the experimenter

can participate in the trial but the child is the main leader

in an unconstrained environment. The sessions were video-

recorded and the behaviour of the children was later anal-

ysed according to three dimensions: play, reasoning and af-

fect. Each child made progress in at least one of these three

dimensions over the sessions. Children experienced progres-

sively higher levels of play and developed more reasoning

related to the robot (for example, by comparing AIBO to a

real dog). Besides, they tended to express more interest to-

wards the robot over the sessions, with occasional displays

of affect.

In a different area, Kidd and Breazeal [39] studied the

impact of social robots in terms of behaviour change while

dieting. They developed a social robot, Autom (Fig. 1(b)),

which is capable of establishing eye contact with the user

and making small talk while helping individuals to keep

track of their weight loss. The dialogue lines vary depend-

ing on the time of day, estimated state of the relationship

with the user (initial, normal or repair), the time since the

last interaction and the inputs of the user such as the num-

ber of calories. The study included 45 participants with ages

between 17 and 72 years distributed through three differ-

ent conditions: some participants interacted with the robot,

others reported their weight loss in a computer and the third

group used a traditional paper log. The main dependent vari-

ables were weight loss, usage of the system and the Work-

ing Alliance Inventory [27]. Although the weight loss results

were not significantly different among the three groups, par-

ticipants with the robot interacted significantly more days

with the system (on average, 50.6 days against 36.2 and

26.6, respectively for participants who used the computer

and participants using the log paper system) and expressed

more willingness to maintain the interaction than partici-

pants in the two control conditions.

3.1.1 Discussion

All the presented studies (see Table 1 for a summary) found

positive results regarding the long-term effects of social

robots in therapeutic or health-related scenarios. However,

the users who took part in these studies were very differ-

ent (elderly, autistic children and adults), and thus further

research is needed to consolidate these results. Moreover,
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Table 1 Summary of the long-term studies in the health care and therapy domains

References Agent/Robot Capabilities Exp. design Nr. sessions Main results

Wada & Shibata

(2006, 2007)

Paro Animal-like behaviour;

responds to touch,

sound and lights;

limited-keyword

recognition

Subjects: 12

Measures: degree of social

interaction, stress levels

Methods: video, interviews,

urine tests

30 (9 hours a day) Increased social interaction

between participants, stress

levels reduced

Kidd & Breazeal

(2008)

Autom Eye contact and small

talk depending on time

of day, state of the

relationship with the

user, etc.

Subjects: 45; 17–72 years

old (3 conditions)

Measures: weight loss, WAI,

usage of the system

Methods: questionnaire

50 (average) Participants interacting with

the robot reported their

weight for more days and

expressed more willing to

continue interacting with the

system

Francois et al.

(2009)

AIBO Dog-like behaviour

(e.g., wag the tail);

responds to touch

Subjects: 6 (autistic children)

Measures: children’s

progress during interaction

Methods: video observation

10 (40 minutes each) Children tended to express

more interest towards the

robot over time, with

occasional displays of affect

Sabelli et al.

(2011)

Robovie Remotely operated

dialogues and

child-like behaviours

(e.g. “what is this?”)

Subjects: 55

Measures: interaction

patterns during interaction

Methods: interviews, direct

observations

15 to 35 (10 to 20

minutes each)

Robot was well accepted due

to role as “child” and

behaviours such as greetings

and calling users by their

names

in half of the studies the sample size was limited. Still, this

area seems to benefit from the introduction of robots that can

complement human activity and help users to achieve their

goals, while receiving additional comfort or attention.

An important aspect in the studies presented here is that

animal-inspired robots were used in two of them, namely in

the work of Wada and Shibata [76] and François et al. [19].

In fact, recently some researchers have been trying to trans-

fer the positive effects of Animal Assisted Therapy (e.g., re-

duced loneliness and the development of attachment bonds)

into HRI, by comparing the effects of social robots with

those of real animals [4]. If such results are verified, robots

can substitute animals for example, in hospitals where for

hygienic reasons animals are usually not allowed.

3.2 Education

Another popular area already with a significant amount of

long-term studies using social robots is education. Virtual

pedagogical agents have been used for many years in this

context (for a comprehensive survey, please consult [45]),

and it is expected that social robots might have the same

beneficial effects on students, especially due to their physi-

cal presence. In this section, we included all the long-term

studies performed with children in schools or other educa-

tional environments (e.g., chess clubs or day-care centres).

Although, in some cases, there is no knowledge transfer, we

consider that these studies have the ultimate goal of explor-

ing the use of social robots in educational environments and,

as such, they were grouped in the same category.

In 2004, Kanda et al. [34] performed a field trial evalua-

tion for two weeks (9 school days) with elementary school

Japanese students and two English-speaking interactive hu-

manoid robots behaving as peer English tutors. The robots

(“Robovie 1” and “Robovie 2”) were capable of recognis-

ing children and calling them by their names using RFID

tags, displaying several interactive behaviours such as greet-

ing or hugging, as well as recognising 50 different English

words and displaying some English utterances. The study

revealed that the robots failed to keep most of the children

interested after the first week, mainly because the first im-

pact created unreasonably high expectations in the children.

However, children who kept interacting with the robots af-

ter the first week improved their English Skills. They also

found that, very often, children interacted with the robots

together with their group of friends. These results motivated

a subsequent study where Robovie’s capabilities were ex-

tended to better support long-term interaction with children

[35]. The new capabilities included a pseudo-development

mechanism (the more a child interacts with the robot, the

more different behaviours the robot displays to that child),

and self-disclosure behaviours (e.g., the robot may reveal

its favourite baseball player). The robot was also capable

of estimating some of the friendship relations of children,

by analysing the groups of children who interacted together

with the robot. This newer version of Robovie interacted

with children in Japanese in their classroom for 2 months (32

actual experimental days). In contrast to the results obtained

in the previous experiment, Robovie was capable of engag-

ing children after the second week (although with a slight
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Fig. 2 Some of the robots used

in the long-term studies in the

education domain (images used

with permission of the authors)

decay), which the authors attribute to the new capabilities

implemented in the robot. The children’s motivations for in-

teracting with the robot were also studied. Most children an-

swered that their main motivation was to become “friends”

with the robot.

Salter and colleagues [62] carried out a study to extract

patterns of interaction between children and a commercial

small robot equipped with infra-red sensors. Eight children

with ages between 5 and 8 years old interacted with the

robot five times each in individual sessions of approximately

5 minutes. In the first three sessions, most of the children

seemed to enjoy playing with the robot while it was perform-

ing obstacle avoidance. However, as stated by the authors,

“children become successfully bored of the robot over the

first 2 sessions”. For this reason, in the fourth session some

plastic stickers simulating eyes were added to the front of

the robot with the purpose of regaining children’s interest,

but this novelty factor quickly vanished. In the last session,

the speed of the robot was increased, yet again, this did not

seem to increase children’s engagement. The technical lim-

itations of the robot also affected negatively the interaction.

For example, the robot getting “stuck” in the environment

coincided with less activity from children. This study clearly

demonstrates the importance of conducting long-term stud-

ies where children are exposed to robots over several interac-

tions, since the interaction patterns and engagement towards

the robot, as it happened in this study, is likely to change.

Using children from a different age group, Tanaka et

al. [71] reported a longitudinal study where a QRIO robot

(Fig. 2(a)) interacted with toddlers in a day care centre for 45

sessions of 45 to 60 minutes each. QRIO displayed several

behaviours including choreographed dance sequences and

mimicking some of the toddler’s movements. The study was

divided in three different phases, in which the robot’s be-

haviour varied slightly. Five independent coders annotated

the video recordings of 15 sessions in terms of quality of

the interaction. The quality of interaction increased during

phase I, then decreased sharply on phase II and on phase

III returned to the levels observed in phase I. The same pat-

tern was verified for the amount of times children touched

the robot. Moreover, when introducing two inanimate toys

in the environment (a teddy bear and a toy very similar to

QRIO), QRIO was still the most hugged by the children fol-

lowed by the toy that looked like the robot. The results of

this study suggest that toddlers progressively started treat-

ing the robot as a peer rather than as a toy, as they exhib-

ited an extensive number of care-taking behaviours towards

the robot. These results are in line with the work by King

and Ohya [40], who found that anthropomorphic embodied

agents, especially the ones with subtle behavioural displays

(such as eye blinking) were perceived as more intelligent

and capable of higher agency than agents with non human-

like appearance.

Kozima et al. undertook a similar study to investigate

the interaction between toddlers and Keepon (Fig. 2(b)),

a small robot designed to interact through non-verbal be-

haviours such as eye contact, joint attention and emotions

[44]. A group of 27 children interacted with Keepon in their

class during 90 minutes for 20 sessions. As observed in

Kanda et al.’s studies, Keepon often played the role of social

mediator between children, who exhibited a wide range of

spontaneous actions towards the robot. Children maintained

their interest over the sessions, which was not observable

in previous studies using the same robot with older children.

The authors report that children’s understanding of the robot

changed over time, from a mere “moving thing” to a “social

agent”. Keepon was also introduced in the play room of a

day-care centre for children with developmental disorders

for more than 3 years. The results of the first 15 sessions

(spanning through five months, approximately one hour per

session) indicate that, even though eye contact between chil-

dren and Keepon gradually decreased, children were able

to spontaneously approach the robot and establish physical

and social contact. As they gradually learn the meaning of

the robot’s actions and responses, dyadic, triadic and empa-

thetic interactions start emerging.

In our own previous work [47], we studied how the per-

ception of social presence [46] towards a robotic chess com-

panion changed over time. We conducted a study in a chess

club where children played an entire chess match with an
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iCat robot (Fig. 2(c)) during five consecutive weeks (once

per week). The robot’s affective state was influenced by the

state of the game, so that users can have feedback on their

moves through the iCat’s facial expressions and mood. The

results suggested that the perception of social presence de-

creased from the first to the last interaction, especially in

terms of attentional allocation, and perceived affective and

behavioural interdependence. The last two dimensions are

related to the extent to which users believe that their affec-

tive (and overall) behaviour affects and is affected by the

robot’s behaviour. We also observed that the amount of time

children spent looking at the robot decreased over the ses-

sions, especially between the second and third interactions.

Another research topic that has been receiving increas-

ingly more attention is children’s preconceptions and judge-

ments of robots [5, 6]. With this goal, Hyun et al. [30] inter-

viewed 111 children who interacted with an iRobiQ robot

(Fig. 2(d)) for around one hour over a two-week period.

The robot is capable of moving its head and arms and ex-

press emotions through lights. The interviews consisted of

50 items around three main themes: robot’s comparison to

other media, a perception survey and appearance of robots.

The results indicate that robots are well accepted in edu-

cational settings, and that mechanisms that promote social

and emotional interactions between robots and children con-

tribute to a great extent in this acceptance.

3.2.1 Discussion

Table 2 summarises the studies within this domain. When

conducting studies with children, additional efforts are

needed to collect and analyse the data. For example, most

of the existing validated questionnaires are tailored to adults

and, when conducting interviews, children tend to answer

what they think adults want to hear [23]. For this reason,

most of the studies in this section were analysed using be-

havioural data (e.g., collected through video recordings of

the interaction sessions).

As we can see from the “main results” column of Table 2,

these studies show conflicting results that can be explained,

at least partially, by the differences in the age groups of

the subjects and by the variety in terms of complexity of

behaviour of the robots employed in the experiments. Re-

garding age, younger children are more likely to engage

with robots, possibly because they do not have any precon-

ceptions of what a robot is supposed to behave, and they

may see it simply as a very special/advanced kind of toy, as

shown by the results of Tanaka et al. [71] and Kozima et al.

[43]. In this latter work, the authors even state that another

experiment with the same robot but with older subjects was

not so successful.

An aspect that seems to play an important role in sustain-

ing long-term engagement with children is the complexity

of the robot’s social behaviour, and the amount of diverse

behaviours that the robot can display over the interaction.

Salter et al. [62] found that a robot without any social ca-

pabilities was not capable of engaging autistic children af-

ter the third interaction. Similar results were found in [47],

where after the second week children’s eye contact with the

robot decreased a lot, even though they kept performing the

task with the robot. As studied by Kanda et al. [37], the

incremental implementation of novel behaviours (e.g., self-

disclosure) did play an important role for maintaining users

engaged with Robovie. This can be explained by the habitu-

ation effect [28], a phenomenon characterised by children’s

tendency to, after a certain period of exposure, shift their

preferences to novel (rather than familiar) stimulus.

In this domain, researchers also need to pay special atten-

tion when selecting the embodiment of the robot. The ini-

tial expectations that children create by looking at the robot

might influence the whole course of the interaction. It is be-

lieved that very human-like embodiments create higher ex-

pectations. To avoid this, robots designed to interact with

children usually have more caricatured embodiments, as

we can see in Fig. 2. Another example that illustrates this

comes from MIT’s Personal Robots Group. They developed

a robotic companion, the Huggable™, which has the form of

a teddy bear because “the use of a fantasy animal alleviates

the expectation of how the Huggable should behave” [66].

In sum, even though social robots are well accepted by

children in educational environments, they should be able to

simulate complex and diverse social behaviours in order to

engage children in the long-term. Considering the findings

presented above, it seems to be the case that the older the

children, the more complex, diverse and dynamic should be

the robot’s behaviour.

3.3 Work Environments and Public Spaces

There are already some successful examples of commercial

robots deployed in work environments and public spaces.

Examples include Robotdalen’s RobCab6, a transportation

robot for hospitals, the Siga Robots7 developed by YDreams

to guide and interact with guests visiting the headquarters

of Santander bank, and the robotic characters developed by

Walt Disney Imagineering for the Disney parks8. As we will

see from the long-term studies presented in this section, so-

cial robots deployed in these environments should be able

to adapt to different and unexpected situations, as well as to

different types of users.

6http://www.robotdalen.se/en/Projects/RobCab—transportation-robot-

for-hospitals/

7http://www.wired.co.uk/magazine/archive/2011/08/start/friendly-

bank-bots

8http://disneyparks.disney.go.com/blog/tag/autonomatronics/

http://www.robotdalen.se/en/Projects/RobCab---transportation-robot-for-hospitals/
http://www.robotdalen.se/en/Projects/RobCab---transportation-robot-for-hospitals/
http://www.wired.co.uk/magazine/archive/2011/08/start/friendly-bank-bots
http://www.wired.co.uk/magazine/archive/2011/08/start/friendly-bank-bots
http://disneyparks.disney.go.com/blog/tag/autonomatronics/
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Table 2 Summary of the long-term studies in the domain of education

References Robot Capabilities Exp. design Nr. sessions Main results

Kanda et al.

(2004)

Robovie Identify users,

recognising and

speaking English

Subjects: 228

Measures: length of

interaction, English skills

Methods: video observation,

English tests

9 school days Interaction after 1th week

declined; improvement of

English skills in children

who kept interacting with

the robot

Kanda et al.

(2007)

Robovie Identify users,

pseudo-development

mechanism, confiding

personal information

Subjects: 37 (10–11 years)

Measures: length of

interaction

Methods: questionnaire,

video observation

32 school days Children kept interacting

with the robot after the

2nd week

Salter et al.

(2004)

Wany Obstacle avoidance,

move in the

environment

Subjects: 8 (5–8 years, male)

Measures: activity around

the robot

Methods: video observation,

analysis of interaction data

5 Children lost interest in

the interaction from the

third session

Tanaka et al.

(2007)

QRIO Choreographed dance

sequences and

mimicking children’s

movements

Subjects: 11 (10–24 months)

Measures: quality of

interaction, haptic behaviour

towards the robot

Methods: video observation

15 (45–50 min. each) Toddlers progressively

started treating QRIO as a

peer and exhibited several

care-taking behaviours

towards the robot

Kozima et al.

(2009) (study 1)

Keepon Display non-verbal

behaviours (gaze,

emotions, ...)

Subjects: 27 (3–4 years)

Measures: children’s

responses

Methods: video observation

20 (90 minutes each) Robot played the role of

social mediator; children

maintained interest over

the sessions

Kozima et al.

(2009) (study 2)

Keepon Display non-verbal

behaviours (gaze,

emotions, ...)

Subjects: 30 (2–4 years,

autistic)

Measures: children’s

responses towards the robot

Methods: video observation

15 Although eye contact

decreased, children

gradually approached the

robot more and

established physical

contact

Leite et al.

(2008)

iCat Feedback on children’s

moves through facial

expressions

Subjects: 5 (5–15 years)

Measures: social presence,

eye contact with the robot

Methods: questionnaire,

video observation

5 (aprox. 1 hour) Some dimensions of

social presence decreased;

eye contact with the robot

decreased after the 2nd

week

Hyun et al.

(2010)

iRobiQ Move head and arms,

navigate in the

environment, express

emotions

Subjects: 111 (5 years)

Measures: children’s

perception of the robot

Methods: interviews

10 (approx. 1 hour) Robots are well accepted

by children in educational

settings

Severinson-Eklundh et al. [64] reported probably one of

the first long-term studies in a real-world setting involving a

social robot. The goal of the study was to investigate social

aspects of the interaction with a fetch-and-carry robot for

motion impaired users in an office environment. The robot,

Cero (Fig. 3(a)), was evaluated during 3 months in the work-

place of a target user, a female academic with a walking dis-

ability. From the analysis of the videos recorded during the

trial, the internal logs of the system and a post interview with

the target user, the authors extracted patterns of how people

interact and relate with robots in work environments. One

interesting finding was that very often other people than the

target user (e.g., office workers, cleaning staff, etc.) wanted

or needed to interact with the robot, but didn’t know how

to do it. Thus, it is important that social robots immersed

in public spaces can provide clear instructions on how to be

operated and be “easy to use” by people who are unfamil-

iar with the robot. They also raised some issues for future

research in long-term interaction such as the personality of

the robot, the dialogue between users and the robot, and the

relevance of group collaboration.

In a different context, Stubbs et al. [67] examined how

people’s cognitive model of a robot changes over time. The

target robot was PER (Fig. 3(c)), a robot designed to edu-

cate people about NASA’s Mars exploration robot, and the

selected subjects were museum employees who interacted
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Fig. 3 Robots used in the long-term studies in work environments and public spaces (images used with permission of the authors)

with PER on a daily basis. The study consisted on inter-

viewing 11 museum employees at different stages of their

relationship with the robot: the first interview was conducted

before the PER exhibition was installed, followed by three

other interviews, more precisely two weeks, one month and

three and a half months after the installation. The results

of the open-ended interviews indicate that regular interac-

tions influence people’s cognitive model of the robot. Over

time, references to anthropomorphisation increased signif-

icantly, together with discussions about the robot’s intelli-

gence. Conversely, themes related to the technical capabili-

ties of the robot became less frequent.

Gockley et al. [22] developed Valerie (Fig. 3(b)), a “robo-

ceptionist” installed at the reception of one of the buildings

at the CMU campus. The robot has a personality and a back-

ground story that is gradually disclosed to people through

monologues. Students and university visitors interacted with

the robot over a nine month period. The results indicated

that while many users kept interacting daily with the robot,

after a certain period only few of them interacted for more

than 30 seconds. From the analysis of the interactions, the

authors proposed some design recommendations so that Va-

lerie (and possibly other robots) can be more engaging in the

long term. Such recommendations include proper greeting

and farewell behaviours, more interactive dialogue (rather

than monologues, which did not attract visitors the way au-

thors were expecting), a robust way of identifying repeated

visitors and the ability to display emotions. This last de-

sign recommendation inspired another long-term study with

the same robot [41] where Valerie also exhibited different

moods (positive, negative or neutral) matching its life sto-

ries. The length and number of interactions were measured

for a total of nine weeks, during which the robot operated

eight hours per day, five days per week. Some users filled

in a questionnaire that measured their subjective experience

towards the robot. The analysis of the results was separated

in two different groups, one for frequent users of the build-

ing (more familiarity with the robot) and another group for

visitors (less familiarity). It was concluded that the robot’s

moods were easily recognised by all visitors, and that inter-

actions were different depending on the level of familiarity:

frequent users interacted more times when the robot was in

a positive mood, but the amount of time they dedicated to

the robot was higher when it was in the negative mood. The

authors justify these results with the common ground theory

(e.g., a smile can be understood as a positive signal that car-

ries a certain amount of conversational content) and with the

questionnaire answers, where participants found the positive

mood robot less enigmatic. On the other hand, visitors spent

less time interacting with the neutral mood robot, which may

indicate that any form of affect display can be enough to

sustain interactions. In short, the interaction patterns change

according to the mood displayed by the robot, and how such

patterns change depends on the person’s level of familiarity

with the robot. The authors use this argument to reinforce

the idea that social robots need to properly identify users (to

change their behaviour whether users are newcomers or re-

peated visitors), and that “a rich model of affect is necessary

for forming long-term human-robot relationships”.

More recently, Kanda and colleagues [36] also evaluated

Robovie in a shopping mall. In this study, the robot was

programmed with a different set of behaviours particularly

relevant to a shopping mall environment: apart from build-

ing rapport with users by identifying them using RFID tags,

employing self-disclosure mechanisms and adjusting the di-

alogues based on the previous dialogue history with each

user, Robovie was also capable of offering directions and

advertising specific shops and services of the mall. Although

the long-term study considered 162 participants, 72 of them

interacted with the robot no more than 2 times and only 23

participants interacted with the robot more than 5 times. The

authors explain in the paper that this effect might have been
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caused by the continuous presence of many people (visi-

tors of the shopping mall but not official participants of the

study) around the robot. Due to the large cues, participants

hesitated before deciding to interact with the robot. Ques-

tionnaires mailed to the study participants (even the ones

who only interacted with the robot once) suggested that their

perception of the interaction was positive, not only in terms

of perceived familiarity, intelligence and interest towards the

robot, but also regarding intention of use and adequacy of

the route guidance behaviours. Moreover, repeated visitors

provided significantly higher rankings in the questionnaire.

In addition to these results, the study also concluded that

people’s shopping behaviour was influenced by the robot’s

suggestions.

3.3.1 Discussion

It is difficult to generalise and draw conclusions from the

studies in this section because they were performed with

very different robots, both in terms of embodiment and func-

tionality (see Table 3 for an overview) and, apart from the

studies with the Roboceptionist and Robovie, the sample

size was small. Yet, these studies show that deploying so-

cial robots in public environments, where they can interact

with almost every type of person, requires additional efforts

in terms of usability and adaptation, so that they can better

deal with the uncertainties of the environment. As the study

by Severinson-Eklundh et al. [64] shows, people should eas-

ily learn how to interact with the robot and have access to its

internal state, for example, to understand where the robot is

going and eventually how it may be able to help. To address

this issue, Rosenthal and colleagues [60] are developing a

robot that can ask a human for help to overcome some of

its limitations (e.g., when it needs to pass by a door that is

closed). On the other hand, robots should be able to adapt

their behaviour to different types of users (for example, dis-

tinguishing between new and repeated visitors, as suggested

in the “roboceptionist” study) so that interactions become

more natural and intuitive.

Overall, the robots in these studies lack perceptual ca-

pabilities that would enable richer social interactions with

users. While in the first two studies this was clear to users

due to the robot’s embodiment being extremely functional

(and as such did not seem to affect the interaction), in the

Table 3 Summary of the long-term studies in work environments and public spaces

References Robot Capabilities Exp. design Nr. sessions Main results

Severinson-

Eklundh et al.

(2003)

Cero Fetch-and-carry

objects such as books

or coffee cups

Subjects: 1 target user in a

work group of 30

Measures: long-term effects

of a service robot

Methods: video and direct

observation, system logs,

pos-trial interviews

66 Social robots in public

spaces should be able to

interact with everyone,

not just the main users

Stubbs et al.

(2004)

PER Simulated scientific

testing

Subjects: 11

Measures: people’s cognitive

model of the robot

Methods: interviews

3 months Regular interactions

influence people’s

cognitive model of the

robot

Gockley et al.

(2005)

Valerie Reveal back-story,

recognise people around

the booth, limited natural

language user interaction

through text input

Subjects: 233

Measures: length of

interactions

Methods: analysis of

interaction data

180 Many users kept

interacting daily with the

robot, but after a certain

period only a few

interacted for more than

30 seconds

Kirby et al.

(2007)

Valerie Additional mood

displays while telling

stories

Subjects: 62

Measures: length of

interactions

Methods: analysis of

interaction data,

questionnaire

45 (8 hours a day) Interaction patterns

change according to the

robot’s mood and level of

familiarity with the robot

Kanda et al.

(2010)

Robovie Guiding, rapport

building, identify

repeated users,

advertisement

Subjects: 162

Measures: intention of use,

interest, perceived

familiarity, intelligence and

adequacy of route guidance

Methods: questionnaire

2.1 (average);

from 2 to 18 sessions

Perception of the robot

was positive; shopping

suggestions of the robot

were accepted by visitors



300 Int J Soc Robot (2013) 5:291–308

Fig. 4 Robots used in the long-term studies in home environments (images used with permission of the authors)

study by Gockley et al. [22] users were more disappointed

by Valerie’s monologues, as they expected more from its

human-like embodiment. These results highlight the rele-

vance of interactive experiences, where the user plays an im-

portant role influencing the robot’s behaviour rather than be-

ing a mere spectator. Note that there are examples of rich so-

cial interactions with limited communication modalities (as

seen, for instance, in interactions with Paro robot). However,

if the robot’s appearance suggests the existence of more

human-like social communication capabilities (such as the

embodiment of the Roboceptionist), then it should be able

to interact with users using those modalities.

Nevertheless, robots in public spaces such as offices or

shopping malls appear to be well accepted by users, and thus

further long-term studies should be conducted within these

application domains. These results are in line with a study

performed by Takayama et al. [70] about occupations for

which people consider that robots are qualified and desired.

The results indicate that people envision robots perform-

ing jobs that require memorisation, perceptual skills and

service-orientation, in contrast with the notion that robots

should only do dangerous, dirty or dull jobs.

3.4 At Home

Domestic environments are receiving increasingly more at-

tention as an application for social robotics research. Even

though robots at home were envisioned many years ago in

science fiction, only recently technology has been robust

enough to allow the execution of long-term evaluations in

these settings. Long-term studies in this domain are even

more challenging due to the privacy issues and consequent

lack of control of users’ activities.

In the work of Koay et al. [43], the habituation effects be-

tween users and a social robot were investigated during eight

interaction sessions over a five week period. More precisely,

their goal was to isolate certain aspects of participant’s pref-

erences that may be influenced by the habituation effect. The

experiment was conducted at the Robot House, a naturalistic

environment especially designed to study human-robot in-

teractions outside the laboratory conditions. Participants ex-

pressed their preferences when a PeopleBot humanoid robot

(Fig. 4(a)) approached them in several forms. The findings

suggest that even though preferences did not change in the

first two sessions, in the last sessions participants allowed

the robot to come closer than in the previous interactions.

Most of the longitudinal studies in domestic settings em-

ploy commercial robots. For example, Sung et al. [68] em-

pirically evaluated how people used and accepted Roomba

vacuum cleaner robots (Fig. 4(b)) in their homes. Room-

bas were distributed through 30 households and one experi-

menter visited each household five times during a six-month

period. The first visit happened a week before Roomba

was introduced, the second visit when families unpacked

the robot and used it for the first time, and the other three

visits took place respectively, two weeks, two months and

six months after Roomba was introduced. During the vis-

its, several methods besides traditional interviews were used

to better capture people’s routines and acceptance of the

robot, such as drawings, probing techniques and checklists

of the activities they did with Roomba. Participants were

also encouraged to report their experiences with the robot

via e-mail. The authors argue that two months are enough

for observing stable interactions between robots and house-

holds in a domestic environment. They also found that the

combination of several data collection methods is extremely

useful for capturing people’s routines and interaction with

the robot, especially in a domestic environment. Based on

this study, the first steps for establishing a long-term frame-

work were taken [69]. The framework includes four differ-

ent temporal steps that contain key interaction patterns ex-

perienced while households were accepting the robot: pre-

adoption, adoption, adaptation, and use and retention.

Fernaeus et al. [16] reported a similar study with Pleo

(Fig. 4(c)), a robotic toy dinosaur. Six families took a Pleo

robot home for 2 to 10 months (each family decided for how

long they wanted to keep the robot). They were also given

a video camera to record moments of their interaction with
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the robot. Most families were interviewed at least two times

after having Pleo in their homes. The study is focused on the

discrepancy between previous expectations that participants

had about Pleo, and how the robot met (or failed to meet)

such expectations. Participants’ initial expectations were re-

ally high due to the price, sophistication and the advertise-

ments about Pleo. However, the robot’s behaviour was not

attractive enough to keep these expectations so high until

the end of the study. After the initial novelty effect, partic-

ipants did not interact with Pleo in a regular manner. After

a while, Pleo was only switched on in special occasions, for

example when friends were visiting the home. Even though

at first Pleo was treated in a similar way to a real animal,

with activities such as petting and choosing a name for the

robot, over time, it failed to encourage regular interactions

and started being treated as a regular toy. This study rein-

forces the findings of Jacobsson [31] which reveal that the

majority of the blog and forum posts about Pleo only con-

tain a few posts concerning the initial stage of interaction

and after that people stop writing about the robot.

With participants from a different age group, Klamer and

colleagues [42] conducted a preliminary study to understand

how elderly people use social robots at home, and which

factors are relevant for people to build a relationship with

the robot. A Nabaztag robot (Fig. 4(d)) was programmed

to talk about health related activities in a personalised way

with the three participants who took part in the experiment.

They could answer the robot using yes- and no-buttons in-

stalled near the robot. The study consisted in interviewing

the participants after 10 days of interacting with Nabaztag at

their homes. The interviews contained questions regarding

the general use of the robot (usefulness, contrast with initial

expectations, etc.), perceived enjoyment while interacting

with the robot and other relational factors such as perceived

trust, credibility and likeability. Even though the sample size

was very limited, the study points out interesting utilitarian

and social factors of robots that deserve further attention.

For example, the participant who found the robot useful was

also the one who named the robot differently and stated that

she built a relationship with the robot, which suggests that

the utilitarian aspect of the robot is a major determinant for

people to establish a social relationship with it.

3.4.1 Discussion

A summary of the studies described above is presented in

Table 4. As domestic robots are becoming a reality with the

arrival of commercial products such as Roomba, significant

progress has been made towards studying people’s accep-

tance of robots in home environments. In fact, the earliest

Table 4 Summary of the long-term studies in home environments

References Robot Capabilities Exp. design Nr. sessions Main results

Koay et al.

(2003)

PeopleBot Approach the user in

several ways

Subjects: 12 (8 male and

4 female)

Measures: proxemic

preferences

Methods: questionnaire,

comfort level device

8 (aprox. 1 hour each) People’s preferences in

terms of promixity change

over time

Sung et al.

(2009, 2010)

Roomba Vacuum cleaning,

move around the house

Subjects: 48 (across 30

households)

Measures: acceptance of

robot

Methods: observation,

interviews, probing

techniques, activity cards,

small questionnaires

6 months Two months is the time

required for observing

stable interactions

between robots and

households. Several

techniques should be

complemented to really

capture people’s routines

at home

Fernaeus et al.

(2010)

Pleo Animal-like behaviour Subjects: 6 families

Measures: exploratory study

Methods: interviews, video

recordings and pictures

2–10 months Initial expectations about

Pleo were not met. After

the novelty effect,

participants played with

the robot only

occasionally

Klamer et al.

(2011)

Nabaztag Personalised health

conversations; users

interact using yes- and

no-buttons

Subjects: 3 (50–65 years old,

females)

Measures: usage and

acceptance of social robots

Methods: interviews

10 days Utilitarian and social

factors seem important

reasons for participants to

accept social robots in

domestic environments
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Table 5 Summary of the guidelines for future design of social robots for long-term interaction

Guideline Recommendations

Appearance – Select embodiment according to the robot’s purpose and capabilities

– Functional embodiments well suited for home or office environments

– Animal-like embodiments create less expectations of robot’s social capabilities

Continuity and incremental behaviours – Routine behaviours (e.g., greetings and farewells)

– Strategic behaviours (e.g., recalling previous activities and self-disclosure)

– Incremental addition of novel behaviours over time

Affective interactions and empathy – Understand the user’s affective state (and react accordingly)

– Display contextualised affective reactions

Memory and adaptation – Identify new and repeated users

– Remember aspects of past interactions and recall them appropriately

– Use information about the user to personalise the interaction

study presented in this section [43] was not performed in

users’ own homes, but in a home-like environment. More

recently, the existing long-term studies in domestic environ-

ments so far used commercial robots, as research robots are

still not stable enough to run out of laboratory conditions

for extended periods of time without supervision. However,

commercial robots still have limited capabilities, causing a

gap between people’s initial expectations and what they re-

ally experience after the initial interactions with the robot.

These were consistent findings in some of the studies pre-

sented here, for example in [68] and [16]. On the other hand,

as suggested in the Robot House study [43], even when the

novelty effect fades away people allow robots to come closer

to them in later interactions. This result highlights that there

is potential for social robots in home environments, as long

as they are capable of engaging users over extended periods

of time. To do so, the robot’s functionality (in other words,

how it can assist users in their home routines), appears to be

a major determinant.

Evaluating users’ subjective experiences with a social

robot in their home requires more original data collection

methods than in any other environment. Quantitative mea-

sures such as the number and duration of the interactions or

video recordings are usually not suitable in this case (unless

when controlled by the families as in the Pleo study). There-

fore, researchers have to come up with novel ways to gather

user information while keeping users’ privacy. A good ex-

ample on how to overcome this can be found in [68], where

traditional interviews were complemented with other meth-

ods such as drawings, probing techniques and checklists of

the user activities.

The framework proposed by Sung et al. [68] is particu-

larly relevant not only to domestic settings, but also to the

field of long-term human-robot interaction in general. The

temporal steps identified in their study (pre-adoption, adop-

tion, adaptation and use and retention) are similar to those

reported in HCI long-term studies (for example, see [38]),

which suggests that several methodologies and practises em-

ployed in HCI for measuring user experience over time can

be applicable to HRI.

4 Guidelines for Future Design

Based on the analysis of the work presented earlier, and tak-

ing inspiration from theoretical research on human social

relationships, in this section we provide a set of directions

where we consider that future research is needed to improve

the design of social robots for long-term interactions. Some

of these guidelines are also the main research directions of

projects that aim to build robots capable of engaging users

for extended periods of time such as LIREC9 and ALIZ-E10.

A summary of these guidelines is presented in Table 5.

This preliminary set of guidelines aims to help researchers

with the goal of developing social robots for long-term in-

teraction. This proposal should not be understood as final,

but rather as an initial specification that requires further in-

vestigation and refinements. Additionally, we would like to

stress that these are guidelines that we consider relevant for

long-term human-robot interaction, and thus may not repre-

sent the entire needs of the HRI field in general (discussed,

for example, in the work of Kahn et al. [32]).

4.1 Appearance

Embodiment can play an important role in the first im-

pressions and future expectations that people create about

9http://lirec.eu/

10http://www.aliz-e.org/

http://lirec.eu/
http://www.aliz-e.org/
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a robot. Several authors have investigated the effects of ap-

pearance in social robots. For example, Lohse et al. [50] con-

cluded in a web survey that participants consider the robot’s

appearance more relevant than functionality, especially in

domestic robots. In a study using static images of robots,

DiSalvo and colleagues [13] found that the facial features

of several robotic heads influenced significantly the percep-

tion of humanness in those robots. A study by Hayashi et

al. [24] also concludes that “if a robot’s appearance and be-

haviour is less human-like, people would expect less cog-

nitive human-likeness”, which at least for now is desirable

given the limited autonomous capabilities of robots. Despite

the substantial recent advances in the android science [55],

human appearance is not always desirable as suggested in

Mori’s theory of the uncanny valley [53]. Moreover, as ar-

gued by Dautenhahn [10], “anthropomorphism might raise

false expectations regarding the cognitive and social abilities

that the robot cannot fulfil”. This is especially true in long-

term interactions, since it is more likely that these “flaws”

become visible over time. For example, in the “robocep-

tionist” study [22], the human-like face of the robot (dis-

played in a computer screen) created very high expectations

in users, namely in terms of the robot’s dialogue capabilities.

Since these expectations were not met, the amount of time

that users spent interacting with the robot decreased day af-

ter day. On the other hand, the animal-inspired embodiments

used in the studies of the health-care domains proved to be

more effective, as people seem expect less from a robot with

an animal shape form.

Therefore, the choice of the robot’s appearance must take

into account not only its behavioural and social capabilities,

but also the application domain where the robot will oper-

ate and its function. While animal-inspired embodiments are

well suited for health and therapy related scenarios, as they

elicit care-taking behaviours from humans, functional em-

bodiments are more appropriate for work environments or

domestic settings, where the ways in which the robot can

assist users are a major determinant.

4.2 Continuity and Incremental Novel Behaviours

To maintain a social relationship, humans perform a series

of activities in order to keep the relationship in a satisfac-

tory condition. Several researchers separate these activities

between routine and strategic behaviours. While routine be-

haviours are those who “people engage in for other reasons

which serve to maintain a relationship as a side effect” [7],

strategic behaviours are those which “individuals enact with

the conscious intent of preserving or improving the rela-

tionship” [65]. Greetings and farewells, or performing ev-

eryday tasks together, are examples of routine behaviours

relevant for the maintenance of social relationships. Exam-

ples of strategic behaviours include relational communica-

tion (e.g., talking about the relationship or recalling past ac-

tivities together), performing planned activities together and

self-disclosure (revealing personal information as a mecha-

nism to give and receive advice that increases trust and inti-

macy) [14].

Some of these strategies of relationship maintenance

were successfully applied in the works presented in the pre-

vious section, namely greetings and farewells [22, 39, 61]

and self-disclosure [34, 36]. Regarding the latter, even when

the confiding of personal information is not the most appro-

priate behaviour, the addition of novel behaviours over time

can contribute in a positive way to engage users in long-term

interactions. These mechanisms are important for keeping

users interested in the interaction. As such, they are of par-

ticular relevance in application domains such as Education

or Public Spaces, where users usually have more freedom to

abandon the interaction if they wish.

4.3 Affective Interactions and Empathy

The display of emotions and other non-verbal behaviours by

social robots has been one of the features extensively used

in the studies presented earlier [30, 41, 44, 47], especially in

the most recent ones. Also in the field of virtual agents, this

subject has been receiving considerable attention over the

last few years. For example, the main goal of the SEMAINE

project11 was to build an Autonomous Sensitive Artificial

Listener [63] based on emotional and non-verbal interaction

capabilities. However, in HRI, one of the capacities that re-

mains nearly unexplored is the capacity to understand, adapt

and respond more appropriately to the user’s affective and

motivational states. In other words, the ability to empathise

with users [26].

Hoffman defines empathy as “an affective response more

appropriate to someone else’s situation than to one’s own”

[26]. Such affective response may include an emotional dis-

play in tune the affective state of the person we are empathis-

ing with, but also prosocial actions that can, for example,

reduce the other’s distress [56]. It is believed that empathy

facilitates the creation and development of human social re-

lationships [2], as it increases similarity, fondness and af-

filiation [12]. Moreover, many authors also highlighted the

central role of empathy in learning [3, 59], which makes this

capability very important for social robots developed for ed-

ucational domains.

Previous short-term studies using empathic robots yielded

promising results, showing that the presence of empathic

behaviours has a positive effect on user’s perception of the

robot [45, 58]. Taking this into account, it is expected that

empathy might as well play an important role in social

robots for long-term interaction. In fact, some researchers

11http://www.semaine-project.eu/

http://www.semaine-project.eu/
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even consider the awareness of the user’s affective state

more important than the actual display of emotions by the

robot. While discussing the desired features of future arti-

ficial companions (robots or virtual agents), Pulman [57]

argues that “a Companion which behaved in the same way

whatever our emotional state would be thought of as insuf-

ficiently aware of us. But this may not mean that the Com-

panion itself has to express emotions: all that is necessary to

achieve this is the ability to recognise our own displays of

emotion”.

4.4 Memory and Adaptation

Another relevant aspect that remains nearly unexplored is

memory. Although some robots in the survey were able to

identify different users and call them by their names [35]

(for more details on how this mechanism was implemented

in the robot please refer to [33]), which can be considered a

simple kind of memory, there are still many challenges that

need to be addressed. Recently, researchers have been inves-

tigating computational models of memory to be included in

social robots or virtual agents that will interact with users

for extended periods of time [25, 48], but the actual benefits

that memory can bring are still unclear. Nevertheless, they

anticipate that memory will give users the impression of be-

havioural coherence and plausibility, and therefore it might

positively influence the perception of intelligence and qual-

ity of the interaction with the robot [48].

Memory will definitely make social robots more flexi-

ble and personalised to particular users, regardless of the

application domain in which they are supposed to operate.

As stated by Dautenhahn, “rather than relying on an inbuilt

fixed repertoire of social behaviours, a robot should be able

to learn and adapt to the social manners, routines and per-

sonal preferences of the people it is living with” [10]. To

achieve this, social robots need to remember aspects of the

past interactions with users. However, as shown by Koay

et al. [43] in the proxemics preferences study, this can be

done in simple ways without requiring complex perceptual

capabilities by the robot. Simple preferences regarding prox-

emics or even related to the type of the responses employed

by the robot (e.g., the amount of interruptions, how users

like to be addressed, etc.) should be enough for users to feel

comfortable with the interaction and increase their trust and

sense of control towards the robot. These small adaptations

will ultimately lead to personalisation [9], one of the fea-

tures often mentioned as relevant in social robots or agents

that will interact with users for extended periods of time.

5 Other Open Issues

Being such a new area of research, there are many open

questions that need to be addressed in the near future. This

section is dedicated to more general issues related to long-

term interaction studies. We start by discussing relevant fac-

tors for defining “long-term interaction”, followed by some

considerations regarding the experimental design methods

in these studies. We end this section by providing some ref-

erences to relevant ethical discussions in this area.

5.1 How Long Should “Long-Term” Be?

A question that naturally arises when developing social

robots for long-term interaction is related to the notion of

temporality: how often should a robot interact with the same

users so that the interaction can be considered as “long-

term”? Some authors argue that two months is the answer

[35, 68], while in Human-Computer Interaction there are

reports of longitudinal studies lasting five weeks [38]. We

believe that more than providing an exact number of days,

weeks or months, it is more important to look at the actual

number of interaction sessions with the robot during that pe-

riod, and to the length of each session (an interaction of 5

minutes is certainly different from an interaction of an hour).

Moreover, there are other factors that should be considered,

such as the number of users interacting with the robot at

the same time and the complexity of the robot’s behaviour.

Concerning the number of users interacting with the robot

at the same time, we argue that if the robot interacts with a

group of users, users need more time for the novelty effect

to fade away, since the robot will be switching its attention

by the different users. As for the complexity of the robot’s

behaviour, if the repertoire of the robot is more limited, it

is more likely that the novelty effect will fade away more

quickly.

Taking this into account, an interaction can be considered

as “long-term” when the user becomes familiarised with the

robot to a point that her perception of such robot is not bi-

ased by the novelty effect anymore. However, the novelty

effect may wear out more quickly in some cases than others,

depending on factors such as the length of each interaction

session, whether the user is “sharing” the robot’s attention

with other users or not, and also on the complexity of the

robot’s behaviour. We consider that the point where partic-

ipants become familiarised with the robot is the minimum

required for the interaction to be considered as “long-term”.

This does not necessarily mean that the interaction should

end there. Instead, it means that from that point on, the study

should be analysed from a long-term interaction perspective.

But how can we determine the point that the novelty ef-

fect wears out? In other words, when does user’s familiari-

sation with the robot become stable? Familiarisation (or ha-

bituation) is a research topic used in psychology to study

children’s perceptual capabilities and their ability to differ-

entiate different stimuli. Fennel [15] defines habituation as
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the “progressive reduction of an organism’s behaviour in re-

sponse to a repeated stimuli”. This research has been moti-

vated by Hunter and Ames’ multifactor model of children’s

preferences for novel and familiar stimulus [29]. According

to this model, children first show no preferences, then they

prefer familiar stimulus and finally they start showing pref-

erences for novel stimulus, following an U-shaped function.

One relevant aspect in this model is that the preferences for

novel stimulus indicate that the familiar stimulus was com-

pletely assimilated and, as a consequence, there is a change

in the patterns of interaction. Taking this model as an anal-

ogy to long-term interaction in HRI, we can say that the nov-

elty effect wears out when users get familiarised with the

robot and start preferring novel behaviours. As in psychol-

ogy research, behavioural metrics can be used to measure

the end of the habituation phase, for example, searching for

significant differences in the amount of time that users spend

looking at the robot [15].

5.2 Experimental Design Considerations

One of the most prominent challenges when conducting

long-term interaction studies is the time and effort required

to analyse large amounts of data. Not only because one

needs to collect data from several interaction sessions, but

also because, since usually the number of subjects is limited

(also due to time restrictions and because of the difficulties

in recruiting participants for long-term studies), qualitative

methods are more valuable, yet again more time consum-

ing. For these reasons, most of the existing long-term stud-

ies are exploratory, and the data collection methods reflect

the exploratory nature of these studies: video observation

and interviews are often preferred to other quantitative meth-

ods such as questionnaires. However, when video material is

collected, a deep analysis of all the interactions is usually not

carried out because video annotation is very time consum-

ing. For example, in the Keepon study [44], only the first 15

from 30 sessions were analysed, and the results of the Paro

studies collected in the nursing homes are not available yet.

Ganster et al. [20] stressed the importance of using ap-

propriate research methods for analysing long-term inter-

actions, stating that methods and instruments that have

been applied successfully in short-term studies might not

be appropriate for long-term interactions. They provide a

set of objective and subjective measurements that could be

used successfully in this case (e.g., keeping diaries, task-

accomplishments and change of performance, physiological

methods, eye tracking or the analysis of audio and video ma-

terial), arguing that a combination of different types of meth-

ods would bring value both in terms of data quality and relia-

bility. Additionally, it is important to collect data through all

the interaction sessions—and not only from the first and last

sessions. This can help to determine at which point of the in-

teraction the user’s attitudes towards the robot has changed

(if there was a change). In general, when selecting measures

(and the amount of times they are collected) for longitudinal

studies, there are several aspects that need to be balanced.

These aspects include not only the advantages and disadvan-

tages of the measures in terms of data quality and reliability,

but also the amount of time and costs required to collect and

analyse such data.

Considering these issues, below we summarise a set of

guidelines that can be useful in the design of future long-

term interaction studies:

– Sample size: the number of participants should be reason-

able considering the number of interaction sessions, the

data collection methods and the number of people allo-

cated to analyse the data. For example, if only one person

is assigned to work on the data analysis, there is no point

in collecting videos of 10 sessions from 100 participants,

since it is not feasible for a single person to analyse such

large amounts of data.

– Number of interaction sessions: also due to the reasons

mentioned above, the number of interactions should take

into account the factors mentioned in the previous section.

In other words, it should be enough to capture the changes

on people’s perception of the robot after the “novelty ef-

fect”.

– Control conditions: the use of one (or more) control con-

ditions should be done only if extremely necessary. As

we can see from the related work presented in this paper,

most of the long-term studies do not have a control condi-

tion. This happens not only because it doubles the amount

of data to be analysed, but also because user’s experience

over time can already be considered a strong independent

variable.

– Data collection methods: they should be adequate to both

the environment where the study is taking place and the

type of users that will interact with the robot. While

video recordings may be appropriate for studies in public

spaces, they are not very suitable for domestic settings. In

the same way, interviewing very young children or elderly

people might not be the best option. Nevertheless, qualita-

tive measures are often preferred to quantitative measures,

mainly due to the issues of sample size.

5.3 Ethical Issues

Another issue that has been receiving increasingly more at-

tention in the last few years concerns with the ethical ques-

tions raised by having social robots in our daily lives. In

other words, what are the ethical implications of interacting

with robots for extended periods of time?

When humans interact with something (either with an-

other human or an object) on a regular basis, they start cre-

ating bonds with that entity. This phenomenon happens in

early childhood [1] but also in our adult life [77]. We often
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hear about people getting attached to their mobile phones

and other personal objects. This issue can be magnified if

these artifacts have some life-like abilities, as observed with

the Tamagotchi in the late 90’s [8]. Robots share our phys-

ical space, and so it is expected that people might get at-

tached to them as well, especially if they are endowed with

human-like capabilities.

Other aspects such as the security of users when inter-

acting with the robot without any experimenter supervision,

especially when the target users are children, or the protec-

tion of the data collected during the long-term studies (keep-

ing the privacy of users), should also be taken into consid-

eration. For a more detailed discussion on the ethical is-

sues raised by having robots interacting with people over

repeated interactions please consult [49, 73] and [17].

6 Conclusions

In this paper, we have presented a comprehensive survey on

social robots designed for long-term interaction, with the re-

spective long-term interaction studies carried out with those

robots. We also highlighted open areas for future research

and provided a discussion of general issues that are emerg-

ing in this field.

The studies we have analysed show that, in the last few

years, significant research has been made towards under-

standing how users interact with robots over repeated in-

teractions, and also on how such robots can be improved

to engage users in the long-term. However, this is a very

recent area, which means that most of the presented stud-

ies are exploratory and were performed with a limited num-

ber of users. The purpose of the majority of the experiments

was to gain familiarity with the environment where the robot

would be placed, and to better understand the nature of the

situations that may happen after repeated interactions. Even

though evidence suggests that people are willing to accept

and interact with robots for extended periods of time, there

is still a lot of work that needs to be done. We believe that, in

the next few years, many new results will arise, contributing

to the development of this field.
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