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- An extractive explanation highlights the most useful parts of a 
language model’s (LM) input for solving a given task instance.

- A saliency explanation¹ is a type of extractive explanation that is 
auto-generated via (gradient-based) saliency methods.
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Vanilla LM 51.07 ± 0.52 53.83 ± 0.42

SalLM 51.77 ± 0.76 54.22 ± 0.19

SalLM (Fine-Tuned) 51.13 ± 0.92 53.27 ± 0.21

SalLM (Iterative) 51.53 ± 0.41 53.45 ± 1.05

Performance on SST-5⁴ sentiment analysis dataset, using 
the BERT-Base⁵ LM and different SalLM variants. Results are 
averaged over three seeds.

When a student submits a school assignment, the teacher gives them both 
a grade and an explanation for why they received that grade.
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Students who get both grades and explanations from their teachers perform 
better than students who only get grades.
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  3. SalLM

- Apply SalLM to other tasks/datasets

- Try SalLM on other LM architectures (e.g., RoBERTa⁶)

- Experiment with non-binarized explanations

- Investigate attention head explanations/regularization

- Adapt SalLM to semi-supervised learning settings
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- LMs use attention to predict which input tokens are most important².
- To improve LMs’ attention, we propose SalLM, a method for 

regularizing LMs’ attention to mimic the saliency explanations.
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The SalLM learning objective consists of: (1) the original task loss and (2) 
the attention loss for regularizing the LM’s attention mechanism³.
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We hypothesize that a LM trained on both task labels and saliency 
explanations will perform better than an LM trained only on task labels.
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- Retrain F on (D, E), using Ltask + ƛLatt,  where ƛ is a loss weight 
hyperparameter

- Train teacher model F on dataset D, using only Ltask 
- Use F and D to generate explanations E
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Still, this flick is fun, and host to some truly 
excellent sequences.
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