
Professor Zhang’s research is in the field of 
theoretical computer science. His research 
focuses on creating algorithms to cluster 

scRNA-seq data. Clustering this data can reveal 
rare cell populations, track cell development, 

and uncover relationships between genes. The 
knowledge provided by scRNA-seq analysis 

aids scientists in developing better treatments 
and in answering fundamental questions in 

biology. However, scRNA-seq data is difficult to 
cluster due to its complexity and large size. 

Professor Zhang’s research is important 
because he is trying to create algorithms to 

address these challenges in order to be able to 
accurately cluster scRNA-seq data. Recently, 

Professor Zhang and my mentor Chandra 
Sekhar Mukherjee showed that PCA can be 

applied before clustering to significantly reduce 
the distance of data points belonging to the 
same cluster, while reducing inter-cluster 

distances mildly. Their research demonstrated 
that this improves clustering accuracy in 

scRNA-seq analysis.

Spectral algorithms such as PCA use the 
singular vectors of data to reduce 

dimensionality before clustering. In SHINE, I 
worked on understanding and implementing a 

dimensionality reduction algorithm called 
Principal Component Analysis (PCA). First, 
I used the Stochastic Block Model (SBM) to 

simulate data to understand the improvement of 
the clustering algorithm due to PCA. I 

specifically focused on the K-means++ 
algorithm. I did this to understand the power of 
PCA before moving on to the real life scRNA-

seq data which is more complex.
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During SHINE, I have learned several skills that will 
help me in my future computer science pursuits. I have 

advanced my knowledge of Python. I gained 
experience in utilizing the Numpy library within Python 

which is helpful for matrix operations. I have also 
learned more about unsupervised Machine Learning 

and greedy algorithms with a specific focus on k-
means++. Above all, I gained insight into how 

algorithms are created from theory and subsequently 
tested and improved. 

SHINE helped me have a renewed sense 
of the importance of my math coursework 

in school. I was introduced to the 
intersection of mathematics and computer 
science and how the two are inextricably 

connected. Mathematics is incredibly 
important for understanding and 

successfully implementing algorithms. 
Particularly, my SHINE research 

underscored the significance of linear 
algebra. I also learned how computer 
science can be applied to other STEM 

fields such as biology.

Figure 1: SBM data
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Figure 3: PCA Algorithm
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Next Steps

In the future, I hope to study more greedy algorithms. 
My research focused on utilizing k-means++. I want to 
try this process again with a different greedy algorithm 
such as the Louvain algorithm. It will be interesting to 

examine if the results differ when using a different 
greedy algorithm on the same dataset. 

I first generated data using the SBM. Figure 1 
represents the SBM data for 12 nodes and 3 clusters. 

For this data, I chose the probability of intra-cluster 
connections to be 0.9 and inter-cluster connections to 

be 0.1. I found that k-means++ clustered the SBM 
data well when the probability of intra-cluster 

connections was much larger than the probability of 
inter-cluster connections. 

However, as the probabilities got closer together 
(making the dataset harder to separate), k-means++ 
was less accurate. This is why I next implemented 

PCA to improve the accuracy of k-means++. Figure 2 
shows the clustering results for SBM data for 3000 

nodes and 3 clusters. Intra-cluster connection 
probability is 0.55, and inter-cluster probability is 0.45. 
The first matrix shows the clusters recovered without 
using PCA. This clustering is highly inaccurate. The 

following matrix shows the clusters recovered by using 
PCA then k-means++. This matrix shows a 100% 
clustering accuracy. The matrices show how PCA 

improves the accuracy of clustering when the 
probabilities of intra-cluster and inter-cluster 

connections are very close. Figure 2: Accuracy Matrices
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