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incorrect decisions with large confidence. This poses a e Output the accuracy and loss graphs per model

safety risk for drivers relying on their Driver Assistance
System that utilize traffic sign detection methodologies.
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(SMC) solver to verify the trained models.
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Tabel 1: Batch size, learning rate, and best accuracy for each training
attempt. Created in Google Sheets.
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