
Dr. Matarić’s research focuses on Socially 
Assistive Robots (SAR) that empower people 
to help themselves, especially people with 
special needs. Her work seeks to understand  
the relationship between humans and 
machines and how their behavior impacts 
each other. By designing personalized 
human-robot experiences, her research 
inspires change and improves people’s health.  
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Fig 2. Below are logos of software programs 
I used during SHINE

Fig 3. Blossom’s 
structure for its 

eyebrows in 
Fusion 360

Click on the link in the folder to watch 
Blossom imitate someone’s 

movements!

My work at SHINE can be separated into two 
parts: building the expressiveness directly 
into Blossom’s face and the head pose 
imitation. Both these parts helped build 
expressiveness into Blossom1. For the 
physical communication, we added eyebrows 
to Blossom to help add different emotions; by 
adding eyebrows, we created three different 
positions, neutral, upward, and downward. 
These positions triple the different motions 
the head can produce.

Fig 1. This is the process Blossom uses to 
imitate facial movements

How This Relates to My STEM
Coursework
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Throughout our project, I learned how to:
• Code in Python
• Code in Arduino
• Work with the terminal
• Wire basic electrical components
• Splice wires
• Work in Fusion 360

 In our work, I was able to use concepts from:
● Computer programming experience
● Physics and engineering knowledge
● Trigonometry and Calculus concepts 
● CAD experience

 And I can apply these ideas:
● As a designer and programmer for my 

school’s new FRC Robotics Team
● Through computer science clubs and activities
● In computer science courses

The Interaction Lab focuses on Socially Assistive 
Robots (SAR), which approach helping people  
in a social, instead of physical way. SARs can 
provide support for people with disabilities such 
as Autism Spectrum Disorder (ASD) and 
Attention Deficit / Hyperactivity Disorder (ADHD). 
For example,  college students with ADHD face a 
difficult transition from home life to college, with 
personal responsibilities and school work. It is 
challenging for these students to adapt to being 
entirely independent, and they can struggle with 
accountability and consistency. Robots are a 
great way to add stability to their lives, but how 
these robots approach these students creates 
challenges. It is important that they are able to 
communicate with these students in a visual way 
in addition to a speaking. SARs are able to 
communicate vocally and through facial 
expressions.

Fig 4. Blossom 
with eyebrows

Fig 5. Blossom imitating 
facial positions

For imitating facial positions, we used an 
open-source software called OpenFace. 
OpenFace allows us to track the facial 
positions of any person. The software then 
exports the data to a CSV file, which opens 
as a spreadsheet. This file has over a million 
data points, and we only need four columns. 
In order to extract the data we needed, we 
used Google CoLab. This free python service 
allowed us to get the columns we needed. 
One at a time, we graphed the data points to 
the motors. Finally, we took the last line from 
the constantly updating CSV file to have 
real-time imitation. Figure 1 describes the 
real-time imitation.

PC: Python Software Foundation

PC: Tensorflow Blog PC: 1000logos.net

Results and Conclusions


